
 

 

 

 

 

 

 

1. Introduction 

The objective of many real-world sorting decisions is to divide alternatives into ordered classes. 
When there is only one measure involved, it is simply a matter of defining cutoff values among 
classes. If there are multiple measures involved, then a multiple criteria method is needed.  

Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) was introduced 
to handle real world multi-criteria decision making (MCDM) problems (Hwang & Yoon, 1981). It 
helps decision maker(s) (DMs) conduct analysis, comparisons, and rankings of available 
alternatives when multiple criteria are involved. When it was introduced, there were not many 
works on sorting problems.  

We first review published works involving sorting and classification work in TOPSIS. We then 
propose a generalized approach based on the concept of minimizing the sum of deviations for 
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Many real-world decision problems require sorting 
alternatives into ordered classes, and often they involve 
multiple measures, making them multi-criteria sorting 
problems. Previous research on applying TOPSIS (The 
Technique for Order of Preference by Similarity to Ideal 
Solution) to these practical problems has focused on 
proposing criteria weights and computing relative closeness, 
obtained by comparing distances of alternatives to the 
positive and negative ideal solutions. However, the issue of 
how to determine the cutoff values has not been attacked 
before. We propose a general approach to determine 
optimized cutoff values, with objective weights for the 
TOPSIS sorting process. These cutoff values are obtained by 
minimizing the sum of deviations for randomly selected 
representative alternatives of neighboring classes. The 
procedure is demonstrated using two public datasets. It is 
then analyzed and compared with previous research and 
traditional data mining techniques, and the results 
demonstrate that TOPSIS is an effective tool for ordered 
sorting. 
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randomly selected representative alternatives of neighboring classes to determine optimized cutoff 
values and to then exploit ranking indices, distance functions, and weights. An integrated ordered 
sorting procedure is presented and demonstrated using the qualitative bankruptcy dataset from 
UCI and the economic freedom index of countries from the Heritage Foundation.  

Vincke (1992) defined a sorting problem as an operation dividing alternatives into groups of 
alternatives according to some norms. The problem could be further divided into classification 
and clustering in data analytics (Olson & Delen, 2008), depending on whether the number of 
groups is known a priori. Sorting problems can concentrate on obtaining ordered classes according 
to the ranking indices from the aspect of MCDM. Doumpos and Zopounidis (2002) identified 
many practical applications in medicine, pattern recognition, marketing, environmental 
management, financial management, etc. In the presence of big data, the sorting problem has 
clearly grown in importance. For instance, sorting analysis could give retailers unprecedented 
insights into customer behavior, thus allowing them to improve their customer experience, like 
product recommendations, personalized search, etc. Other applications include ABC analysis, 
medical diagnosis, and business failure prediction (Kadziński et al., 2021). An effective MCDM 
ordered sorting algorithm is thus needed.  

Although many researchers extend TOPSIS to handle uncertainties, for example fuzzy 
TOPSIS (Salih et al., 2019), we focus on traditional preference-based framework of TOPSIS to 
emphasize on the determination of optimized cutoff values of neighboring classes. We shall 
demonstrate how TOPSIS, a distance-based compromise solution, can support sorting with 
optimized cutoff values in an objective and systematic way.  

2. Literature Review 

Wu and Olson (2006) were the first researchers that utilized TOPSIS for binary sorting, i.e. 
loan credit rating, taking a cutoff value equivalent to its relative closeness obtained from the 
training data. Weights on criteria were attained from data by ordinal least squares regression. In 
comparison with the results of decision tree algorithms, TOPSIS gave a better fit to test data 
from banking loan cases in Canada. Simulation was employed to examine the effects of 
perturbation data on the results.  

Chen et al. (2007) exploited distance measures to fictitious ideal cases, similar to TOPSIS, 
to classify water usage of Canada’s 1285 municipalities. The data of three groups of representative 
cities, 12 cities in total, were analyzed with quadratic programming. Their objective function 
minimized total error defined as deviations from group cutoff values, and the model identified 
cutoff values of groups and criteria weights. All these municipalities were subsequently classified 
into three types: robust systems, low-risk systems, or high-risk systems regarding water 
management.  

Li et al. (2011) employed the concept of TOPSIS with case-based reasoning on known 
solutions, which are similarities to positive and negative ideal cases for binary business failure 
prediction. According to their experiments on datasets in China, the results showed that the 
proposed approach could generate better discriminating capability in a normal economic 
environment, but not in a financial crisis environment.  

Zhu et al. (2013) proposed C-TOPSIS classification for credit rating of applicants. From the 
training data, a 2-norm Euclidean distance function derived criteria weights, yielding a cutoff 
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value for test applications. C-TOPSIS results on accuracy, computational efficiency, and 
interpretability were compared with those of seven popular data mining algorithms through two 
credit datasets. Only the proposed method ranked among the top 3 in all of the above three 
aspects, thus demonstrating its advantages.  

Sabokbar et al. (2016) presented a novel sorting method, TOPSIS-SORT, for evaluating 
Tehran environmental quality. Twenty-two districts were sorted into five groups, whose profiles 
and cutoff values on criteria were supplied by experts. Ouenniche et al. (2018) initiated an 
integrated in-sample and out-of-sample evaluation framework for bankruptcy prediction. Their 
key step was to find the upper and lower bounds of the TOPSIS score-based cutoff values, and 
they identified optimal values through non-linear search algorithms. Empirical results on a UK 
dataset of bankrupt and non-bankrupt firms showed outstanding prediction performance. 

de Lima Silva and de Almeida Filho (2020) considered two versions of cutoff values for ordered 
sorting: TOPSIS-Sort-B is based on the boundary profile from Sabokbar et al. (2016), and 
TOPSIS-Sort-C is for the characteristic profile allowing upper and lower bounds on boundary 
profiles. Cutoff values on each criterion of both versions were delivered by experts to start their 
algorithms. After exploring the case of world economic freedom in 180 countries, the similarity 
percentage or correct ratio of both versions was over 89%. de Lima Silva et al. (2020) went on to 
propose PDTOPSIS-Sort, a preference disaggregation TOPSIS approach for sorting in which non-
linear programming was used to obtain boundary profiles and weights on criteria. The objective 
function was to minimize the sum of the error variables of the reference alternatives in their 
corresponding classes, following Doumpos and Zopounidis (2002). The approach was applied to a 
50-corporate bond classification problem with ten criteria given by nine reference alternatives in 
three classes. 

Some published research studies have applied sorting to VIKOR (Opricovic, 1998), a distance-
based compromise MCDM method. Baccour (2018) set up a combined TOPSIS and VIKOR 
method called ATOVIC classification and applied it to five UCI medical datasets. That work 
separated these datasets into reference and test sets and used the core concept of VIKOR for 
classification, i.e., the correlations among three indices.  

Demir et al. (2018) offered VIKORSORT for classifying 20 green suppliers into three groups. 
Using pre-assigned limit profiles on criteria, they utilized weighted distance to the ideal solution 
for the evaluation in classification. Yamagishi and Ocampo (2022) applied TOPSIS-SORT 
(Sabokbar et al., 2016) to classify the degree of exposure of customers to COVID-19 in 40 
restaurants in the Philippines. Two cutoff values on attributes for three classes are subjectively 
determined.  

In summary, core works on handling multiple cutoff values could be acquired by expert 
judgments, reference alternatives/cases, or training data. Some authors claimed that the sorting 
results were successful, but their results were rather dependent on the cases. This gap in an 
objective and efficient method of TOPSIS sorting problems is what our research is looking to fill. 
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3. Proposed Approach 

Inspired by the concept of minimizing total deviations, we employ Chen et al.’s concept (2007) 
to obtain a reliable way to determine cutoff values for ordered sorting.  

3.1 Determination of optimized cutoff values 

The determination of optimized cutoff values for multiple classes is a challenging task. These 
values are commonly obtained from expert judgments, reference alternatives/cases, or training 
data. The first approach, through expert judgments, is useful, but it is difficult to verify the results 
in different environments or by different expert teams. The second and third approaches employ 
a similar concept in which the cutoff values can be procured from the alternatives in the different 
classes.  

Chen et al. (2007) utilized case-based distance models with applications in water resource 
management. They first transformed the multi-criteria alternatives into a consequence data space, 
aggregating criteria performance and their corresponding weights. They then proposed an 
algorithm that calculated the distance of each alternative from the fictitious ideal alternative, 
mimicking the separation measure to the positive ideal solution (PIS) in TOPSIS, and ranked the 
alternatives in ascending order. The performance of the representative alternatives with positive 
or negative tolerances (i.e., errors) is imbedded into the constraint set to form the boundaries of 
the classes. Their objective function is to minimize total squared errors by counting the deviations 
of the alternatives away from the boundaries. In addition, there are two types of deviations from 
the boundaries. For two neighboring classes, one class of the alternatives has deviations less than 
a fixed cutoff value and the other class greater than the fixed cutoff value. The cutoff values and 
the corresponding weights on criteria could be successfully acquired by solving this quadratic 
programming problem. 

This method (Chen et al., 2007) provides an objective approach to multi-class problems. 
However, after examining other cases, we find Chen et al.’s technique (2007) difficult to follow. 
The first difficulty is in obtaining multiple cutoff values. Their algorithm frequently stops with 
just one cutoff value. This means that the program searches for the boundary of only two classes. 
The second difficulty is about the resulting criteria weights. Almost half of the obtained criteria 
weights are zeros. These unbalanced weights create a challenge to implement them in real-life 
situations.  

Based on these observations, we employ the concept of minimizing the sum of squares of the 
residuals or deviations (Johnson & Bhattacharyya, 2019) to determine the optimized cutoff values. 
Our proposed program seeks a cutoff value between two neighboring classes in which the 
corresponding representative alternatives are randomly selected. To avert the bias of DMs’ 
preferences, we acquire the weight sets by applying several objective weighting approaches (Zardari 
et al., 2015). Since we do not assume much information on the characteristics of the target dataset, 
the trained and test portions of the dataset could be utilized to examine which weighting approach 
is more suitable for the dataset. By adopting various weight sets, the results on the misclassified 
alternatives are used to validate the effectiveness of these weight sets. Section 3.2 gives details 
about weight set selection. 
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To explain the details of our approach, suppose the number of classes is L, and there are m 
alternatives and n criteria. A cutoff value Rg, g = 1,…,L-1, is to be determined for the gth and the 
(g+1)th classes. We randomly select tg numbers of alternatives for the gth class and tg+1 numbers of 
alternatives from the (g+1)th class. Let , i=1,…,tg, denote an upper-bound error for the ith selected 
alternative in the former class, where –1 ≤ ≤ 0; and , i=1,…,tg+1, denote a lower-bound error 
for the ith selected alternative in the latter class, where 0 ≤  ≤ 1. Let rij, i=1,…,m and j=1,…,n, 
be the normalized performance values from the dataset; rj

+= maxi(rij) for the benefit criteria; and 
rj

+= mini(rij) for the cost criteria. Suppose the weight for criterion j is wj. The weighted normalized 
performance measure of alternative i from the ideal solution can be represented as . The 
suggested programming for two neighboring classes, g and g+1, is:  

Minimize d = +∑ (𝛽!"#$ )%&!"#
$'#                             (3.1) 

       Subject to 

            , g=1,…,L−1                          (3.2) 

           , g=1,…,L−1                          (3.3) 

                    −1 ≤ 𝛼!$ ≤ 0, g=1,…,L−1                       (3.4) 

             0 ≤ 𝛽!"#$ ≤ 1, g=1,…,L−1                            (3.5) 

Rg ≤ 1, g=1,…,L−1                                      (3.6) 

                     = 1,                                             (3.7) 

                    wj ≥ 0.                                                 (3.8) 

After assigning a weight set to the above program, the cutoff value Rg of classes g and g+1 
is obtained. If there are more than two classes, then starting from R1, with randomly selected 
representative alternatives from the pair of next neighboring classes, the process continues until 
all neighboring classes are examined.  

Figure 1 uses two criteria X1 and X2 to illustrate the above optimized cutoff value 
determination procedure. In Fig 1, v1

+/v1
- is the largest/smallest X1 value, and v2

+/v2
- is the 

largest/smallest X2 value. The ellipse forms the set of possible alternatives. Moreover, A+ is the 
PIS and A- the NIS. The three alternatives above the cutoff value Rg are the representative cases 
of class g, while the three below are the representative cases of class g+1. Through randomly 
selected representative alternatives on both sides, the program searches for an optimized cutoff 
value Rg satisfying goal (3.1) subject to constraints (3.2) to (3.8). The ranking index of TOPSIS 
is relative closeness , for i = 1, …, m alternatives and 0 ≤  ≤ 1, and we mark its middle 
value =0.5 with a red solid line as a reference. The cutoff value Rg acts in the same role as 

 for TOPSIS decision, where 0 ≤ Rg+2 ≤ Rg+1 ≤ Rg ≤ 1 in Fig. 1. The line Rg is solid purple, 
and lines for Rg+1 and Rg+2 are dotted purple. In addition, TOPSIS evaluation relies on the 
aggregation of preference values under multiple criteria and is a holistic approach, which is 
different from the disaggregation approach of Kadziński et al. (2021). 
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Figure 1 Optimal Cutoff Value Determination 

3.2 Weight set selection 

Another important issue in MCDM is to determine the weights of criteria. For any selected 
dataset, we might not have enough information on relative preference for criteria. In such a case, 
subjective weighting beyond applying equal weights could be an arduous task. As a consequence, 
objective weights generated from the data are useful to capture the characteristics of the data. 
This study adopts three objective weights: the entropy method, the standard deviation method, 
and the CRiteria Importance Through Intercriteria Correlation (CRITIC) method (Zardari et al., 
2015). Together with equal weights, for cases when there is no preference on the criteria, we will 
compare the error rates of the sorting problem under these four weight sets to pick one with the 
least error rate. In such a design, TOPSIS sorting will be managed systematically.  

3.3 Proposed sorting procedure 

In the original TOPSIS, the ranking index for alternative i is its relative closeness , which 
is a combination of two separation measures  and , using an n-dimensional Euclidean 
distance. Since we do not know the characteristics of the targeted dataset in advance, some 
variants in the TOPSIS algorithm could be considered in verification so as to look for a better 
result. Note that  and  are opposite concepts in assessment. Based on the concept of Wu 
and Olson’s data mining method (2006), we propose a more general sorting procedure in Figure 
2. The steps in Figure 2 are explained as follows. 
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Figure 2 Flowchart of the Suggested Sorting Procedure 

Step 1:  Gather data. 

1.1) Select a classification decision matrix or dataset.  

Depending upon the characteristics of the data, organized or unorganized, if the data are 
unorganized, then the data will be statistically tested for significance. The selected decision matrix, 
with m alternatives (or instances) and n criteria (or columns), will be linearly normalized, which 
means the data are divided by their maximal value for benefit criteria and their minimal value is 
divided by the data for cost criteria, as follows: 

                   

(3.9)

 

where i=1,…,m and j = 1,…,n.  

1.2) Obtain the number of classes. If this number is unknown, then try the same procedure 
using different number of classes.  

Step 2: Weight elicitation. 

Based on the contents of the normalized matrix or dataset of Eq. (3.9), many candidate 
weight sets could be acquired. As mentioned in Section 3.2, we consider the entropy method, the 
standard deviation method, the CRITIC method, and equal weights.  
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Step 3:  Cutoff values determination. 

The program, equations (3.1) through (3.8), is executed to determine the cutoff values for 
multiple classes. If there are L classes to be segregated, then L-1 cutoff values need to be 
determined. For each weight set, with the randomly selected representative alternatives in two 
neighboring classes, we run the program L-1 times.  

Step 4:  Classification execution. 

4.1) Rank alternatives by TOPSIS. 

According to the TOPSIS ranking index, including relative closeness  or separation 
measures  and , of alternatives i, i = 1,…,m, allocate all alternatives in descending order, 
respectively. Note that: 

                        =                                    (3.10) 

where  is the distance between alternative i and PIS, and  is the distance between 
alternative i and NIS. Besides Euclidean distance, Manhattan distance is also considered as an 
option for the analysis.  

4.2) Sort the alternatives into classes. 

Consider the obtained cutoff values as the boundaries of the classes and compare the ranking 
indices of TOPSIS for the classification. Allocate all alternatives to the appropriate ordered classes. 
There are four groups of allocations from the four weight sets. 

Step 5:  Sorting verification.  

Count the number of misplaced alternatives in each class, and enumerate the error rate of 
each allocation. Compare four groups of allocations, and select one with the lowest error rate. 

Step 6:  Future applications. 

Since the choice is the classification with the least error rate, the corresponding allocations 
(cutoff values and weight set) could be used for classifying datasets with similar characteristics in 
the future. 

4. Analysis 

To demonstrate the effectiveness of our approach, we present its application on two public 
datasets. The first one gives categorical data on bankruptcy, taken from the UCI Machine 
Learning Repository at https://archive.ics.uci.edu/ml/datasets/qualitative_bankruptcy. This 
application needs only one cutoff value for two classes, yes or no. The second dataset deals with 
the Index of Economic Freedom data from the Heritage Foundation at 
https://www.heritage.org/index/. This application needs four cutoff values for categorizing 
countries in the world into five classes. 
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4.1 Corporate bankrupt data  

Bankruptcy is a legal process by which individuals or other entities that are unable to repay 
their creditors seek relief from some or all of their debts. Corporate bankruptcy is a serious 
situation for managing businesses and for which stakeholders would like to predict. In this data 
set, there are 250 instances with seven attributes, where the last one is the dependent variable:                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   
Industrial Risk (P, A, N), Management Risk (P, A, N), Financial Flexibility (P, A, N), Credibility 
(P, A, N), Competitiveness (P, A, N), Operating Risk (P, A, N), and Class (B, NB). The letters 
in the parentheses under the attributes are presented as: P = Positive, A = Average, N = Negative, 
B = Bankruptcy, and NB = Non-Bankruptcy. 

The categorized data are linearized to obtain cardinal data. To avoid extreme values of the 
ordinal representation on independent attributes, we set P = 0.75, A = 0.5, and N = 0.25. The 
values of the dependent attribute, the two outcome classes, are set as NB = 1 and B = 0. Table 
1 lists the weights of the six criteria of the four weight sets from the dataset.  

Table 1 Four Weight Sets for All Criteria 

Weight Set 
Criteria 

Industrial 
Risk 

Management 
Risk 

Financial 
Flexibility Credibility Competitiveness Operating 

Risk 

Entropy 
Weights 0.1496 0.1733 0.1688 0.1554 0.1728 0.1802 

Standard 
Deviation 
Weights 

0.1636 0.1633 0.1597 0.1653 0.1752 0.1728 

CRITIC 
Weights 0.1934 0.1699 0.1474 0.1497 0.1423 0.1973 

Equal Weights 0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 

 

The dataset has ratios of 70% NB and 30% B. We use three levels of sampling respectively; 
i.e., 2%, 6%, and 10% of the total instances. Cutoff values, obtained using equations (3.1) through 
(3.8), are averaged from three sampling results. Whenever the decision makers are afraid of an 
unstable result obtained through random sampling, multiple samplings could be applied. Fig. 3 
shows that for the three levels of sampling, the resulting error rate of sorting under each weight 
set. Their cutoff values range from 0.4833 to 0.4871. 

We could see from Figure 3 the sorting performances are rather good. The error rates for 
cases with a 2% sample size (using only 5 of 250 data points) are a little worse than those of 6% 
and 10% sample sizes. Among the weight sets, the error rates by CRITIC weights have inferior 
results. Because CRITIC weights consider the correction among the attributes, this means that 
there could be less correction among the data.  
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Figure 3 Error Rates of Four Weights Sets with Different Sampling Rates 

 

On the same dataset, Aruldoss et al. (2015) applied the ant-miner algorithm and obtained 
96.2 correc t rate; while Koklu and Tutuncu(2014) applied Naive Bayes Classifier, Multilayer 
Perceptron, J48 and Classification via Regression, and obtained correct rates of 96.57%, 94.86%, 
95.43% and 96.00% separately. We also utilize the sklearn decision tree classifier in https://scikit-
learn.org on the same dataset. Setting max_depth = 5 and default values for the remaining 
parameters, the correct rate reaches 96.00%. Th above results are a little better than our best 
results of 90.80%. This analogy demonstrates that TOPSIS does indeed have good performance 
for sorting. 

4.2 Index of Economic Freedom data 

To further demonstrate the effectiveness of our approach, we present data from The Heritage 
Foundation’s Index of Economic Freedom, using the 2021 report. This index measures political 
bodies in terms of trade freedom, tax burden, judicial effectiveness, and other metrics. It is 
designed to be a composite measure of the quality of political economic institutions. Our intent is 
not to challenge or dispute The Heritage Foundation system, but rather to numerically 
demonstrate how TOPSIS sorting works. 

Table 2 (Step 2) lists the weights of the 12 criteria from the four weight sets. 

Using the data from year 2021, the four sets of cutoff values, from the averaged values of six 
randomized selected sets of alternatives, are illustrated in Table 3. 
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Table 2 Weights on Criteria from Different Weight Sets (Year 2021) 

Weight Set Entropy Weights Std. Dev. 
Weights 

CRITIC 
Weights 

Equal 
Weights 

Property Rights 0.0881 0.0891 0.0686 0.0833 

Judicial Effectiveness 0.1243 0.0954 0.0791 0.0833 

Government Integrity 0.1286 0.1004 0.0850 0.0833 

Tax Burden 0.0247 0.0560 0.0796 0.0833 

Government Spending 0.1043 0.0985 0.1618 0.0833 

Fiscal Health 0.1487 0.1195 0.1425 0.0833 

Business Freedom 0.0472 0.0741 0.0591 0.0833 

Labor Freedom 0.0429 0.0692 0.0698 0.0833 

Monetary Freedom 0.0309 0.0604 0.0574 0.0833 

Trade Freedom 0.0268 0.0562 0.0462 0.0833 

Investment Freedom 0.1192 0.0937 0.0799 0.0833 

Financial Freedom 0.1143 0.0875 0.0710 0.0833 

Table 3 Cutoff Values and Error Rates for Four Weight Sets by  
Euclidean Distance (Year 2021) 

Weight Set 
Cutoff Values  Error Rate 

R1 R2 R3 R4   PIS( ) NIS( ) 

Entropy Weights 0.81790 0.71338 0.58320 0.48975  27.53% 58.43% 64.04% 

Standard 
Deviation 
Weights 

0.82276 0.72690 0.61195 0.52130  22.47% 62.36% 62.92% 

CRITIC Weights 0.80747 0.72981 0.63390 0.55585  46.63% 46.63% 80.34% 

Equal Weights 0.82439 0.73499 0.62891 0.53803  12.92% 56.18% 69.10% 

After obtaining cutoff values, we employ them for sorting countries (Step 4). In compliance 
with the ranking indices, relative closeness , in the original TOPSIS, we also make use of 
separation measures for PIS ( ) and NIS ( ) in the evaluation. Their four error rates, counted 
by , appear in the 6th column of Table 3. Here, equal weights provide the best result (12.92%). 
The corresponding error rates for PIS( ) and NIS( ) are also listed in the 7th and 8th column 
for comparison. The ranking index obtained from the two separation measures does not yield good 
results. Compared to allocation by equal weights, entropy weights and standard deviation weights 
provide lower error rates (Step 5), and the CRITIC weight method yields the greatest error rates.  

To evaluate the effectiveness of our procedure, we employ these weights and cutoff values to 
classify the data of 2020 economic freedom (Step 6). The corresponding error rates are in Table 4 
and appear slightly worse than the results for the year 2021. The former results show that entropy 
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weights have a lower error rate, 29.44%, but are higher than that of equal weights, 16.67%. Note 
that our error rate is close to the results of de Lima Silva and de Almeida Filho (2020), which are 
10.56%, 22.22%, and 10.00% for directly using year 2020 data.  

Table 4 Error Rates from Different Weight Sets by Euclidean Distance (Year 2020) 

Weight Set 
Error Rate 

Note 
 PIS( ) NIS( ) 

Entropy Weights 29.44% 68.89% 64.04% Four cutoff values are 
shown in Table 7 

Standard Deviation 
Weights 30.00% 69.44% 62.92%  

CRITIC Weights 45.56% 55.56% 61.67%  

Equal Weights 16.67% 63.33% 69.10% Reference 

Another variant is employing Manhattan distance for analysis. The corresponding results are 
in Table 5 for the year 2021 data. Standard deviation weights yield a better outcome with an error 
rate of 11.24%, which is still inferior to 9.55% from equal weights. The distance measure to PIS 
also produces rather good results. Table 6 displays the errors after applying the same cutoff values 
to the data for the year 2020. In general, standard deviation weights deliver better results with a 
13.33% error rate, which is inferior to 7.22% from equal weights. Here, the error rates by the 
distance to PIS generate a superior outcome at 3.33%, much better than de Lima Silva and de 
Almeida Filho’s result (2020). These results verify that TOPSIS with Manhattan distance and 
SAW (Simple Additive Weighting) share similar characteristics (Hwang & Yoon, 1981). 

Table 5 Error Rates from Different Weight Sets by Manhattan Distance (Year 2021) 

Weight Set 
Error Rate 

Note 
 PIS( ) NIS( ) 

Entropy Weights 21.91% 16.85% 26.40% Four Cutoff Values are 
Shown in Table 7. 

Standard Deviation 
Weights 11.24% 9.55% 25.28%  

CRITIC Weights 22.47% 27.53% 25.28%  

Equal Weights 9.55% 10.11% 21.35% Reference 

We also utilize the sklearn decision tree classifier on the 2021 dataset. Setting max_depth = 
5 and default values for the remaining parameters, the correct rate is 66.67%, which is worse than 
our best results of 88.76% for the standard deviation weights with Manhattan distance. This 
analogy demonstrates that TOPSIS performs better than decision tree classifier for multi-class 
sorting. We think the difference is because decision tree treats the soring results in multi-class 
sorting as categorical classes, while TOPSIS captures more nature of distance in multi-class 
ordered sorting.  
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Table 6 Error Rates from Different Weight Sets by Manhattan Distance (Year 2020) 

Weight Set 
Error Rate 

Note 
 PIS( ) NIS( ) 

Entropy Weights 20.56% 15.00% 32.22% Four Cutoff Values are 
Shown in Table 7 

Standard Deviation 
Weights 13.33% 7.78% 25.00%  

CRITIC Weights 22.22% 23.89% 31.11%  

Equal Weights 7.22% 3.33% 23.33% Reference 

5. Discussion 

As noted in Section 2, the difficulty for TOPSIS in ordered sorting problems is in determining 
the cutoff values. The experts from the Heritage Foundations selected the four cutoff values of 
0.8, 0.7, 0.6, and 0.5 for their SAW method. However, TOPSIS employs the value of relative 
closeness for ranking. Hence, in Table 7, these four values for SAW are transformed into the 
corresponding cutoff values, which vary depending on the given weight sets, with their error rates 
for the 2021 and 2020 datasets. We observe that these error rates are much better than our 
proposal, except for the CRITIC weights. Equal weights produce the highest performance in terms 
of error rate at 6.74% and 6.11%, respectively, which is much better than the result of de Lima 
Silva and de Almeida Filho (2020). This evidence shows that if we can precisely determine the 
cutoff values, then TOPSIS indeed is an effective sorting tool. 

Table 7 Cutoff Values and Error Rates from Different Weight Sets by the Original TOPSIS 

Weight Set 
Cutoff values  Error rate 

Note 
R1 R2 R3 R4  2021 2020 

Entropy Weights 0.83526 0.69411 0.57285 0.46739  19.66% 21.11%  

Standard 
Deviation Weights 0.81887 0.70370 0.59587 0.49595  11.24% 12.22%  

CRITIC Weights 0.80096 0.67058 0.60271 0.51714  60.11% 55.00%  

Equal Weights 0.81826 0.71280 0.62066 0.52462  6.74% 6.11% Reference 

The traditional TOPSIS algorithm employs vector normalization for performance and 
Euclidean distance for comparing the distance of the alternatives to their PIS/NIS. For a large 
size of instances, vector normalization could be a burden for applications. Thus, many works make 
use of linear normalization, as Wu and Olson (2006) did, to have an efficient calculation. The 
utilization of Manhattan distance instead of Euclidean distance provides the same edge.  

The TOPSIS algorithm needs a weight set as an input to the process. The weight set could 
be assigned in a subjective or objective way. If we know the characteristics of the dataset in 
advance, then we can consider the weights in a subjective way; otherwise, an objective weight set 
might be the choice. For comparison purposes, we assume that there is no information on the 
target dataset and employ four common objective weighting methods. The tested result with the 
least error rate from one weight set will be the selection for future applications to similar datasets. 
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In the dataset of the economic freedom index, however, equal weights appear to do the best job. 
Because the original rankings are based on SAW with equal weights, the resembling procedure 
results in a better fit. A similar scenario occurs when the result is calculated using Manhattan 
distance rather than Euclidean distance. 

6. Conclusions 

This research proposes a procedure for TOPSIS to solve sorting problems. For problems with 
unknown number of classes, the procedure could be applied using different number of classes to 
select best results. The major difference between TOPSIS, or any MCDM method, and data 
mining techniques is that the alternatives should be ranked first before classification or clustering 
(Nemery, 2008). Thus, an ordered group is expected to be ranked first. This characteristic provides 
a unique feature for demonstrating ordered classes based on some ranking indices. Moreover, 
searching for cutoff values among classes is difficult when applying TOPSIS to sorting problems, 
of which most are assigned by subjective values. We use the concept of the minimized square of 
deviations with alternative data to find adequate cutoff values.  

For future applications on a similar dataset, error rates are employed to evaluate which 
weight set allocation under the variants of distance functions and ranking indices is suitable. In 
the economic freedom example, standard deviation weights with Manhattan distance could 
generally supply a better result. However, equal weights generate the best match to the original 
work. From these results, we know that the TOPSIS concept could be enhanced to provide a 
satisfactory result for sorting problems under the condition that the datasets are organized by the 
characteristics of the problems. For future work, this framework should be performed on larger 
datasets. Other objective weights (Zardari et al., 2015) could be considered in this framework. 
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